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Abstract

Background: Effective diabetes management requires precise glycemic control to prevent both hypoglycemia and hypergly-
cemia, yet existing machine learning (ML) and reinforcement learning (RL) approaches often fail to balance competing
objectives. Traditional RL-based glucose regulation systems primarily focus on single-objective optimization, overlooking
factors such as minimizing insulin overuse, reducing glycemic variability, and ensuring patient safety. Furthermore, these
approaches typically rely on centralized data processing, which raises privacy concerns due to the sensitive nature of health
care data. There is a critical need for a decentralized, privacy-preserving framework that can personalize blood glucose
regulation while addressing the multiobjective nature of diabetes management.

Objective: This study aimed to develop and validate PRIMO-FRL (Privacy-Preserving Reinforcement Learning for Individu-
alized Multi-Objective Glycemic Management Using Federated Reinforcement Learning), a novel framework that optimizes
clinical objectives—maximizing time in range (TIR), reducing hypoglycemia and hyperglycemia, and minimizing glycemic
risk—while preserving patient privacy.

Methods: We developed PRIMO-FRL, integrating multiobjective reward shaping to dynamically balance glucose stability,
insulin efficiency, and risk reduction. The model was trained and tested using simulated data from 30 simulated patients (10
children, 10 adolescents, and 10 adults) generated with the Food and Drug Administration (FDA)—approved UVA/Padova
simulator. A comparative analysis was conducted against state-of-the-art RL and ML models, evaluating performance using
metrics such as TIR, hypoglycemia (<70 mg/dL), hyperglycemia (>180 mg/dL), and glycemic risk scores.

Results: The PRIMO-FRL model achieved a robust overall TIR of 76.54%, with adults demonstrating the highest TIR at
81.48%, followed by children at 77.78% and adolescents at 70.37%. Importantly, the approach eliminated hypoglycemia,
with 0.0% spent below 70 mg/dL across all cohorts, significantly outperforming existing methods. Mild hyperglycemia
(180-250 mg/dL) was observed in adolescents (29.63%), children (22.22%), and adults (18.52%), with adults exhibiting the
best control. Furthermore, the PRIMO-FRL approach consistently reduced glycemic risk scores, demonstrating improved
safety and long-term stability in glucose regulation..

Conclusions: Our findings highlight the potential of PRIMO-FRL as a transformative, privacy-preserving approach to
personalized glycemic management. By integrating federated RL, this framework eliminates hypoglycemia, improves TIR,
and preserves data privacy by decentralizing model training. Unlike traditional centralized approaches that require sharing
sensitive health data, PRIMO-FRL leverages federated learning to keep patient data local, significantly reducing privacy risks
while enabling adaptive and personalized glucose control. This multiobjective optimization strategy offers a scalable, secure,
and clinically viable solution for real-world diabetes care. The ability to train personalized models across diverse populations
without exposing raw data makes PRIMO-FRL well-suited for deployment in privacy-sensitive health care environments.
These results pave the way for future clinical adoption, demonstrating the potential of privacy-preserving artificial intelligence
in optimizing glycemic regulation while maintaining security, adaptability, and personalization.
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Introduction

Background

Maintaining optimal blood glucose levels is a critical aspect
of diabetes management, particularly for individuals with type
1 and advanced type 2 diabetes. Poor glycemic control can
lead to severe short- and long-term complications, including
hypoglycemia, hyperglycemia, cardiovascular disease, kidney
failure, and neuropathy [1,2]. Hypoglycemia (<70 mg/dL)
poses an immediate danger, causing confusion, seizures, and
in extreme cases, coma or death. On the other hand, hypergly-
cemia (>180 mg/dL) increases the risk of long-term vascular
and neurological complications. Given the life-threatening
consequences of glucose fluctuations, maintaining time in
range (TIR)—the percentage of time blood glucose remains
between 70 and 180 mg/dL—has become a key metric in
assessing diabetes management effectiveness.

In recent years, technological advancements have
significantly improved glycemic management. Closed-loop
insulin delivery systems, commonly known as artificial
pancreas systems, use continuous glucose monitoring (CGM)
sensors and insulin pumps to automate glucose regula-
tion. These systems rely on control algorithms such as
proportional-integral-derivative (PID) controllers and model
predictive control (MPC) to adjust insulin dosing dynami-
cally [3]. While these methods have enhanced automation,
they remain limited in their ability to personalize treatment
for individual patients due to variations in metabolism, diet,
physical activity, and insulin sensitivity.

To address these limitations, machine learning (ML) and
reinforcement learning (RL) approaches have emerged as
promising alternatives, enabling data-driven and adaptive
insulin dosing strategies [4-8]. However, these approaches
still face significant challenges related to multiobjective
optimization, privacy concerns, and generalizability across
diverse patient populations.

Research Gaps in Existing Methods

Traditional closed-loop control systems, such as PID- and
MPC-based insulin delivery, rely on fixed mathematical
models to regulate blood glucose levels [3]. These meth-
ods provide some level of automation but face limited
adaptability to individual patient variations. Since they
use predefined rules, they often fail to accommodate real-
time metabolic fluctuations, making them less effective for
personalized treatment. Moreover, these systems prioritize
glucose stabilization but do not explicitly optimize other
clinical factors, such as insulin efficiency and glycemic
variability reduction [3].

ML techniques have improved glucose prediction and
insulin recommendation by analyzing historical patient data.
Supervised learning models, such as deep neural networks,
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have been used to forecast glucose trends based on CGM
data [7,8]. While these models demonstrate strong predictive
capabilities, they rely heavily on large datasets that may
not always be available due to privacy regulations [9,10].
Furthermore, ML-based approaches lack decision-making
capabilities, as they are designed for prediction rather than
active control, making them insufficient for fully automated
glucose regulation [8].

RL offers a more dynamic and adaptive solution, as it
allows artificial intelligence (AI) models to learn optimal
insulin dosing strategies through trial and error. Unlike
traditional ML, RL does not require explicit supervision and
can adjust insulin delivery based on real-time feedback from
CGM data. Several RL-based frameworks have demonstra-
ted improvements in personalized insulin dosing [4-7,11].
Recent work has also applied RL to personalize digital health
interventions and optimize treatment recommendations in
diabetes care [12,13]. However, existing RL methods face
three major challenges:

1. Single-objective optimization: most RL models

optimize only TIR but fail to balance other crit-

ical objectives such as reducing glycemic variabil-
ity, preventing hypoglycemia, and minimizing insulin
overuse [11,14].

2. Privacy and data security risks: standard RL models
require centralized patient data for training, raising
concerns about data privacy, security, and regulatory
compliance [9,15,16].

3. Limited scalability and generalizability: traditional RL
models often struggle to generalize across diverse
patient populations, as they are typically trained on
homogeneous datasets that may not reflect real-world
variability in metabolic responses [17-19].

The limitations of existing glycemic management methods
highlight the need for a privacy-preserving, scalable, and
multiobjective learning framework. A truly effective system
must:

1. Optimize multiple clinical goals: traditional models
focus primarily on TIR, but optimal glycemic control
requires simultaneously addressing insulin efficiency,
hypoglycemia prevention, and glucose stability. A
multiobjective RL approach is needed to balance these
competing factors effectively.

2. Ensure data privacy without sacrificing learning
efficiency: most Al-based systems rely on central-
ized training, which exposes sensitive patient data to
security risks. Federated learning (FL) enables models
to be trained locally on patient devices, ensuring
privacy preservation while still allowing for robust
learning. Recent studies have demonstrated the viability
of FL to support privacy-preserving collaboration in
health care, including frameworks tailored for clinical
research [20,21].
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3. Improve generalizability and scalability: existing
methods often fail to adapt to diverse patient popula-
tions due to limited training data. A FL-based approach
can leverage distributed patient data without centraliz-
ing information, thereby enhancing model robustness
and adaptability.

Proposed Solution: PRIMO-FRL

To address these challenges, we propose PRIMO-FRL
(Privacy-Preserving Reinforcement Learning for Individual-
ized Multi-Objective Glycemic Management Using Federated
Reinforcement Learning). PRIMO-FRL integrates RL with
FL to develop a secure, scalable, and adaptive system for
personalized glycemic control.

PRIMO-FRL differs from existing approaches in several
key ways. First, it incorporates multiobjective reward
shaping, allowing the model to optimize not just TIR but
also insulin efficiency, glycemic stability, and hypoglycemia
prevention. Second, by leveraging FL, PRIMO-FRL enables
decentralized training, ensuring that patient data remains
local while still benefiting from collaborative learning across
multiple devices. Finally, this approach improves scalability
and generalizability by enabling models to learn from diverse
patient populations without requiring direct data exchange.

Key Contributions

This study introduces a novel PRIMO-FRL framework for
glycemic management. The key contributions of this work
are (1) development of a privacy-preserving RL framework
that enables secure, decentralized model training without
centralizing patient data, (2) integration of multiobjective
optimization to balance TIR, insulin efficiency, glycemic
stability, and hypoglycemia prevention, (3) scalable and
adaptive learning mechanism that ensures generalizability
across diverse patient populations using federated RL, and
(4) secure and efficient model aggregation that prevents
data breaches while allowing models to benefit from shared
knowledge across distributed environments.

The aim of this study is to develop and validate PRIMO-
FRL, a privacy-preserving federated RL framework for
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glycemic management that optimizes multiple clinical goals
—maximizing TIR, reducing hypoglycemia and hyperglyce-
mia, and minimizing glycemic risk—while ensuring patient
data privacy through decentralized training.

Methods

Overview

Our proposed system, PRIMO-FRL, integrates FL. and RL to
develop a decentralized, privacy-preserving insulin optimiza-
tion framework. Unlike traditional insulin delivery systems
that rely on predefined algorithms or centralized AI models,
PRIMO-FRL allows each patient device to locally train an
RL agent, ensuring personalized adaptation while protecting
sensitive medical data.

By leveraging federated RL, PRIMO-FRL enables a
collaborative learning process where individual patient
devices contribute to the improvement of a global insulin
optimization model without sharing raw glucose and insulin
data. This approach ensures that (1) personalized insulin
dosing policies are developed based on patient-specific
metabolic patterns, (2) multiobjective optimization is applied
to balance glucose control, insulin efficiency, and safety, and
(3) FL ensures privacy by keeping patient data local while
still allowing collective model improvements.

This framework enables a privacy-compliant, scalable, and
adaptive insulin therapy solution, addressing key challenges
in modern glycemic management.

Federated RL Workflow

Glycemic regulation in closed-loop insulin delivery systems
can be framed as a decision-making process under uncer-
tainty, modeled as a partially observable Markov decision
process [8]. As shown in Figure 1, in this framework, an
RL agent learns an insulin dosing policy through continuous
interaction with the environment, receiving partial observa-
tions of the patient’s metabolic state.
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Figure 1. System architecture. RL: reinforcement learning.
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The key components of the partially observable Markov
decision process formulation in this context are defined as
follows: (1)

1. State (s): the patient’s glucose level, insulin history,
carbohydrate intake, and physiological parameters.
Action (a): the insulin dosage recommended by the RL
agent.

Observation (0): real-time glucose readings from a
continuous glucose monitoring (CGM) device, which
are noisy and affected by sensor delays.

Reward (r): a multiobjective function balancing glucose
control, insulin efficiency, and safety.

Since glucose metabolism is dynamic and influenced by
past events, partially observable Markov decision process
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modeling allows the agent to make optimized insulin dosing
decisions despite uncertainty in observations.

System Components and FL Integration

PRIMO-FRL is structured around an FL framework in
which multiple client devices (each representing an individ-
ual patient) collaboratively train a global model without
centralizing patient data. The four main components of the
system are as follows:

1. RL agents on client devices: each patient device runs a
soft actor-critic (SAC) RL agent, which continuously
learns an insulin dosing policy based on real-time
glucose readings. SAC is particularly suitable for this
application due to its ability to balance exploration
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and exploitation, ensuring that the agent learns optimal
dosing strategies while adapting to patient-specific
metabolic patterns [22].

2. UVA/Padova diabetes simulator [23,24]: a simulation
tool for glucose-insulin dynamics in patients with type
1 diabetes, allowing agents to train in a controlled
simulated environment.

3. Continuous glucose monitoring (CGM)/glucose sensor:
each client device is connected to a CGM sensor, which
provides glucose data with noise and delays to simulate
real-world monitoring conditions.

4. FL coordination server: a central server acts as a
federated coordinator, aggregating model updates from
multiple patient devices while ensuring that raw glucose
and insulin data remain private. The FL loop fol-
lows these steps: (1) each client device trains its RL
agent locally; (2) instead of sharing patient data, the
client sends model updates (reward parameters, policy
weights, and gradients) to the central server; (3) the
server aggregates the updates using federated averag-
ing, adjusting for factors such as risk levels and patient
variability; and (4) the updated global model is sent
back to all clients, allowing each RL agent to bene-
fit from knowledge gained across the network while
maintaining patient privacy.

Reward Optimization and Multiobjective
Learning

A critical innovation in PRIMO-FRL is its multiobjec-
tive reward function, designed to balance competing goals
in insulin therapy. It integrates components to encourage
exploration (via policy entropy), penalize glucose deviations
and insulin overuse, and reward glucose stability. The reward
function balances these objectives through tunable coeffi-
cients.

A full breakdown of the mathematical formulation and
hyperparameter tuning strategy is provided in Multimedia
Appendix 1.

Our multiobjective reward function ensures that RL agents
focus on multiple goals, such as maintaining safe blood
glucose levels, preventing hypoglycemia, and optimizing
insulin use. This personalized reward system, combined with
the FL process managed by the central server, enables the
system to provide better individualized care while benefiting
from shared knowledge across all clients. In multiobjective
optimization, conflicting goals—such as maintaining high
TIR while minimizing insulin use—are handled through a
carefully designed reward function that combines multiple
clinical objectives using weighted coefficients (a, 3, v, and
1). These weights were empirically tuned to reflect clini-
cal priorities; for example, greater penalties are assigned to
hypoglycemia and large glucose excursions than to moderate
insulin use. This ensures that safety-critical outcomes are
prioritized during training. In addition, the FL server plays
a key role in balancing these trade-offs across the popu-
lation. During the aggregation process, the server incorpo-
rates model updates from clients with diverse glycemic
patterns and risk profiles. This distributed learning dynamic
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allows PRIMO-FRL to learn a globally balanced policy that
generalizes well while still preserving local personalization.
Future work may explore adaptive weighting strategies or
Pareto front-based optimization to further refine trade-off
resolution.

By integrating these advanced RL techniques with FL,
our system not only enhances the personalization of glu-
cose control but also ensures the privacy and security of
patient data. This innovative approach addresses the critical
challenges in diabetes management, paving the way for more
effective and secure health care solutions.

Ethical Considerations

This study did not involve human participants or identifia-
ble personal data. All data were generated by the Food and
Drug Administration (FDA)—-approved UVA/Padova type 1
diabetes simulator.

Results

Overview

We conducted comprehensive experiments to evaluate the
effectiveness of PRIMO-FRL with an entropy-based reward
function for personalized blood glucose control. This section
presents experimental results, highlighting the model’s
performance across multiple patient cohorts and its effec-
tiveness in achieving safe, adaptive, and privacy-preserving
insulin optimization.

Experimental Setup

Simulated Patient Data

Due to ethical, privacy, and logistical constraints in col-
lecting real-world patient data, we used a validated simula-
tion model for evaluation. The FDA-approved UVA/Padova
simulator, a widely recognized tool for modeling glucose-
insulin dynamics in patients with type 1 diabetes, was used to
generate realistic, diverse patient data [19,25].

We simulated 30 simulated patients categorized into three
groups: children, adolescents, and adults, with 10 patients per
group. To promote realistic variability and support generaliz-
ability, these patients were randomly assigned to federated
agents, ensuring heterogeneity in physiological characteristics
such as insulin sensitivity, glucose absorption, and glyce-
mic response. Each patient exhibited unique physiological
characteristics to reflect diverse metabolic profiles. Data
were generated over 5-day periods, including CGM readings
recorded every 5 minutes and insulin dosages delivered at
equivalent intervals. These simulated datasets provided a
controlled and privacy-preserving environment to evaluate
PRIMO-FRL’s performance.

Model Training and FL Implementation

The PRIMO-FRL framework was trained using federated
reinforcement learning (FRL) principles. Each patient device
independently trained a SAC RL agent, which optimized
insulin dosing based on real-time glucose fluctuations.
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The model parameters are as follows:

* Neural network architecture: 2 gated recurrent unit
layers (128 hidden units each), followed by a fully
connected output layer for insulin dosing decisions.

* Training details: 300 epochs, with a 5-day epoch length
and a batch size of 256.

* FL aggregation: agents periodically transmitted model
updates (policy gradients and reward parameters) to a
central aggregation server, which performed federated
averaging to update the global model.

* Reward function optimization: the entropy-based
reward function incorporated glucose stability, insulin
efficiency, and hypoglycemia prevention.

The trained models were validated using hold-out test data
to ensure robust performance. To reduce the risk of overfit-
ting, training incorporated several safeguards: (1) dropout
layers were applied to neural network models, (2) model
performance was periodically validated on hold-out simula-
ted patients not used during training, and (3) early stopping
was used based on plateaued improvements in validation
metrics. Importantly, the FL framework trained agents across
30 diverse simulated patients spanning children, adolescents,
and adults, promoting generalization by preventing overspeci-
alization to any single cohort.

Performance Evaluation

Glycemic Control Outcomes

PRIMO-FRL was evaluated based on key glycemic con-
trol metrics, particularly TIR, hypoglycemia prevention, and
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hyperglycemia reduction across all patient cohorts. The
following summarizes the model’s performance across these
clinical indicators:

1. TIR (70-180 mg/dL): the TIR metric, a primary
measure of glycemic management, showed that
PRIMO-FRL effectively maintained blood glucose
within the target range across all age groups: (1)
adults achieved the highest TIR (81.48%), followed by
children (77.78%), and adolescents (70.37%) and (2)
overall TIR across all groups was 76.54% , surpassing
clinical benchmarks for optimal glucose control.

2. Hypoglycemia (<70 mg/dL) prevention: a major
highlight of PRIMO-FRL is its ability to completely
eliminate hypoglycemia—0.0% time spent in hypo-
glycemia across all cohorts (0 out of 30 patients),
demonstrating the framework's safety and effectiveness
in preventing dangerously low blood glucose levels.

3. Hyperglycemia (>180 mg/dL) management: Mild
hyperglycemia (180-250 mg/dL) was observed,
particularly in younger patients. The adolescent group
showed the highest incidence (29.63%), followed
by children (22.22%), and adults (18.52%). These
findings are consistent with known age-related glucose
variability.

4. Severe hyperglycemia (>250 mg/dL): no severe
hyperglycemia was observed in any cohort, demon-
strating the system’s robustness in managing extreme
glucose excursions.

Table 1 provides a detailed breakdown of glycemic control
performance.

Table 1. Aggregated glycemic control results across patient groups. Percentages represent the average proportion of simulation time spent in each

glucose range per group (N=10 simulated patients per group).

Patient group <50 mg/dL, % 50-70 mg/dL, %

70-180 mg/dL, % 180-250 mg/dL, % >250 mg/dL, %

Child 0.0 00
Adolescent 00 00
Adult 0.0 0.0
Overall 0.0 0.0

77.78 2222 0.0
70.37 29.63 00
81.48 18.52 00
76.54 23.46 00

Comparative Analysis With Existing Studies

To contextualize PRIMO-FRL’s effectiveness, we compared
its results with prior ML- and RL-based blood glucose
regulation methods. A detailed comparison with prior ML and
RL methods is available in Multimedia Appendix 2.

Key Observations and Improvements

The following key findings highlight how PRIMO-FRL
improves upon existing methods across safety, glycemic
control, and clinical effectiveness:

1. Superior safety: PRIMO-FRL eliminated hypoglyce-
mia entirely, outperforming prior approaches such as
RL-Scratch in [8], which reported a 0.73% hypoglyce-
mia incidence.

2. Strong TIR performance: the overall TIR of 76.54%
aligns with or surpasses other RL-based methods
(eg,~73% in [5]).

https://diabetes.jmir.org/2025/1/e72874

3. Effective hyperglycemia control: mild hyperglycemia
(180-250 mg/dL) was effectively managed, and severe
hyperglycemia (>250 mg/dL) was avoided in all
groups.

Risk Improvement and Stability Analysis

Figure 2 presents the 24-hour blood glucose trajectories for 3
representative patients. The blue line represents blood glucose
levels, while the dashed orange and red lines indicate the
hypoglycemia (70 mg/dL) and hyperglycemia (180 mg/dL)
thresholds, respectively. The key insights from this figure
include the following:

1. Effective glucose control: the PRIMO-FRL approach
successfully maintains glucose levels within safe
physiological ranges, preventing both severe hypogly-
cemia and hyperglycemia.

2. Stable glycemic response: patient child#001 starts
with high glucose levels, which gradually decline
and stabilize. Similarly, adult#006 and adolescent#006

JMIR Diabetes 2025 | vol. 10 172874 I p. 6
(page number not for citation purposes)


https://diabetes.jmir.org/2025/1/e72874

JMIR DIABETES Sarani Rad & Li

exhibit relatively stable glucose trajectories, with fewer hyperglycemia, particularly for adolescent#006, who
extreme fluctuations. demonstrates a downward trend toward normal glucose
3. Reduced hyperglycemia episodes: the glucose trends levels.

suggest that the FRL model helps mitigate prolonged

Figure 2. Twenty-four—hour glucose level trajectories for representative patients.
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Figure 3 presents the risk trajectories for the same patients child#001 initially exhibits high risk, which then
over 24 hours. The risk score (y-axis) quantifies the likeli- stabilizes at a lower level, indicating a reduced
hood of adverse outcomes due to hypoglycemia or hypergly- likelihood of hypoglycemic or hyperglycemic events.
cemia, while the x-axis represents time. The key observations Similarly, adult#006 and adolescent#006 show
include: smoother, sustained risk reductions, suggesting better
1. Consistent risk reduction: across all 3 patients, the glucose regulation.
PRIMO-FRL approach significantly lowers risk scores 3. Improved stability: over time, risk scores not only
over time, demonstrating its ability to penalize extreme decrease but also stabilize, as evidenced by the
glucose deviations while reinforcing stable glucose flattening trends in later hours. This stability highlights
management. the FRL approach’s effectiveness in providing long-
2. Reduced glycemic variability: patients experience term consistency in glucose management.

a noticeable decline in risk levels. For example,

Figure 3. Twenty-four—hour risk improvement for representative patients.
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These findings confirm that the PRIMO-FRL approach challenges in diabetes management, including variability in
effectively reduces patient risk while ensuring a more stable patient responses, data privacy concerns, and the need for

and safe glucose control mechanism. robust, individualized treatment strategies. By leveraging FL,
PRIMO-FRL ensures that sensitive patient data remains local,
Discussion thus safeguarding privacy while benefiting from the diversity

of data across patients.

Principa[ Findings Experimental evaluations using validated simulation
models demonstrated the effectiveness of our approach,
achieving significant improvements in risk scores, time
in the euglycemic range, and glucose stability across
diverse patient categories. The entropy-based reward function
encouraged policy exploration, effectively balancing glucose

In this work, we proposed a novel FRL framework, PRIMO-
FRL, for personalized blood glucose control, incorporating
an entropy-based reward function to enhance adaptabil-
ity and privacy preservation. Our approach addresses key
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regulation, insulin usage, and glucose variability. Notably,
these improvements were achieved without increasing insulin
use, underlining the system’s efficiency and safety.

Limitations

While PRIMO-FRL offers several advantages, certain
limitations must be acknowledged, and future directions
should aim to address these challenges.

Simulation Model Dependence

The experimental results were obtained using validated
simulation models. While these models provide valuable
insights, real-world validation is essential to confirm the
efficacy and safety of the framework in clinical settings.
Although the model was trained on simulated data, we
took precautions to avoid overfitting through dropout,
early stopping, and evaluation on held-out patient pro-
files. Moreover, the federated structure naturally supports
generalization, as it forces the model to adapt across
distributed, heterogeneous patient agents. Future work
involving real-world clinical validation will further evalu-
ate model robustness and generalizability to unseen meta-
bolic patterns. Integration with real-world CGM systems
would likely occur through edge devices (eg, smartphones or
insulin pump controllers), which would enable real-time data
processing and model updates using FLL without compromis-
ing data privacy.

Communication Overheads

FL relies on transferring model updates between a central
server and local devices. Although we aimed to minimize
data exchange, communication overheads could still be a
bottleneck in low-bandwidth or high-latency environments.
Another potential challenge in real-world deployment is the
communication overhead introduced by FL. PRIMO-FRL
relies on periodic transmission of model updates (eg, policy
gradients and reward parameters) between client devices
and the central aggregator. In environments with limited
bandwidth or high latency—such as rural areas or underre-
sourced clinics—this could hinder real-time synchronization
and degrade performance. To mitigate this, future iterations of
PRIMO-FRL may incorporate model compression techniques,
sparse update schemes, or asynchronous FL approaches
to reduce communication costs while maintaining training
efficiency and model accuracy.

Patient Heterogeneity

Individual patient variability is high in diabetes man-
agement. While FL accommodates diverse patient data,
additional personalization strategies or more extensive
data might be necessary for complex cases with outlier
metabolic profiles.

Privacy and Security Considerations

While FL enhances privacy by keeping raw patient data
local, it is not immune to adversarial threats. Techniques
such as gradient inversion attacks could potentially recon-
struct sensitive information from shared model updates, and
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adversarial participants could perform model poisoning to
degrade global performance. To mitigate these risks, future
iterations of PRIMO-FRL could incorporate privacy-preserv-
ing techniques such as differential privacy, secure multiparty
computation, or robust aggregation algorithms (eg, Krum or
Trimmed Mean). In addition, anomaly detection methods can
help identify and exclude malicious client updates, further
strengthening system resilience.

Comparison With Prior Work

Prior research in Al-driven glycemic management has
explored CGM systems, artificial pancreas technologies,
and RL-based insulin dosing [2,3]. However, most existing
approaches rely on centralized data collection, raising serious
concerns about patient privacy, security, and regulatory
compliance [9].

PRIMO-FRL offers a fundamental shift from these
centralized approaches by leveraging federated RL, which
ensures that raw patient data never leaves local devices. This
privacy-preserving architecture aligns with recent advance-
ments in decentralized learning paradigms but extends
prior work by integrating a multiobjective entropy-based
reward function specifically tailored for personalized insulin
optimization. Unlike traditional RL methods that require
pooled, centrally stored data [4,5,11], PRIMO-FRL achieves
comparable or superior glycemic control performance while
preserving patient confidentiality.

In addition, PRIMO-FRL addresses key limitations in
existing RL-based insulin dosing systems, which often
prioritize single-objective optimization (eg, maximizing
TIR) [8,11]. By contrast, PRIMO-FRL explicitly optimizes
multiple clinical goals, including hypoglycemia prevention,
glucose stability, and insulin efficiency, making it better
suited for real-world applications where trade-offs between
multiple factors are necessary.

Compared to traditional diabetes management strategies,
such as manual insulin dosing guided by fixed algo-
rithms or carbohydrate counting, PRIMO-FRL offers a
more adaptive and personalized approach. Standard insu-
lin delivery methods, such as manual basal-bolus regimens
or PID- or MPC-based closed-loop systems, are limited
by fixed-rule control and lack of adaptability to individ-
ual metabolic responses. In contrast, PRIMO-FRL dynami-
cally adjusts insulin dosing through real-time learning and
explicitly incorporates clinical goals—including hypoglyce-
mia avoidance, glycemic stability, and insulin efficiency —
into its optimization framework. This alignment with current
clinical best practices, combined with its ability to person-
alize care while preserving privacy, positions PRIMO-FRL
as a clinically relevant advancement in Al-driven diabetes
management.

Conclusions

Our findings underscore PRIMO-FRL as a transformative,
privacy-preserving framework for glycemic management. By
eliminating hypoglycemia, improving TIR, and leveraging
federated RL, PRIMO-FRL offers a scalable, secure, and
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multiobjective optimization strategy for real-world diabetes
care.

Beyond diabetes management, the principles demonstra-
ted in PRIMO-FRL have broader implications for other
chronic disease management applications, where person-
alized, privacy-preserving, Al-driven decision-making is
critical. Future work will focus on clinical trials, real-world
deployment, and further optimization of the FL process to
enhance efficiency, scalability, and adaptability across diverse
patient populations.

Through its integration of RL, FL, and multiobjective
optimization, PRIMO-FRL represents a next-generation
approach to Al-driven personalized medicine, paving the

Sarani Rad & Li

way for safer, more adaptive, and privacy-compliant digital
health solutions. While PRIMO-FRL demonstrates strong
performance in glucose regulation, interpretability remains an
important consideration for clinical acceptance. In practice,
health care providers often require insight into the ration-
ale behind Al-generated decisions, especially in high-risk
domains like insulin dosing. Future work will explore
methods to improve the explainability of RL agents, such
as incorporating attention-based visualization of decision
factors, generating counterfactual scenarios to highlight what
influenced a particular dosing choice, or applying inherently
interpretable policy architectures. Enhancing transparency
will support shared decision-making and promote clinician
confidence in Al-assisted care.

Acknowledgments

This study was supported by the National Science Foundation with award number 2218046. This work used resources of the
Center for Computationally Assisted Science and Technology (CCAST) at North Dakota State University, which were made
possible in part by the National Science Foundation Major Research Instrumentation (MRI) Award (2019077).

Authors’ Contributions

FSR and JL conceptualized the framework and developed the overall methodology. FSR conducted the initial modeling and
system design. FSR and JL provided critical input on experimental design and contributed to model validation, ensuring the
robustness of the evaluation metrics. FSR performed the formal analysis of simulation outcomes and interpreted the results.
FSR prepared the first draft of the manuscript, and JL. oversaw subsequent revisions and edits for clarity and coherence.

Conflicts of Interest
None declared.

Multimedia Appendix 1

Detailed reward function.
[DOCX File (Microsoft Word File), 20 KB-Multimedia Appendix 1]

Multimedia Appendix 2

Comparative performance analysis with baseline machine learning and reinforcement learning models.
[DOCX File (Microsoft Word File), 20 KB-Multimedia Appendix 2]

References

1.  Usman MS, Khan MS, Butler J. The interplay between diabetes, cardiovascular disease, and kidney disease. ADA
Clinical Compendia. Jun 2021;2021(1):13-18. [doi: 10.2337/db20211-13]

2. Alsaedi R, McKeirnan K. Literature review of type 2 diabetes management and health literacy. Diabetes Spectr. Nov
2021;34(4):399-406. [doi: 10.2337/ds21-0014] [Medline: 34866874]

3. Doyle FI IlI, Huyett LM, Lee JB, et al. Closed-loop artificial pancreas systems: engineering the algorithms. Diabetes
Care. May 1,2014;37(5):1191-1197. [doi: 10.2337/dc13-2108]

4.  Tejedor M, Woldaregay AZ, Godtliebsen F. Reinforcement learning application in diabetes blood glucose control: a
systematic review. Artif Intell Med. Apr 2020;104:101836. [doi: 10.1016/j.artmed.2020.101836] [Medline: 32499004]

5.  Dénes-Fazakas L, Szildgyi L, Kovdcs L, et al. Reinforcement learning: a paradigm shift in personalized blood glucose
management for diabetes. Biomedicines. Sep 21,2024;12(9):2143. [doi: 10.3390/biomedicines12092143] [Medline:
39335656]

6.  Jafar A, Kobayati A, Tsoukas MA, et al. Personalized insulin dosing using reinforcement learning for high-fat meals and
aerobic exercises in type 1 diabetes: a proof-of-concept trial. Nat Commun. Aug 3, 2024;15(1):6585. [doi: 10.1038/
s41467-024-50764-5] [Medline: 39097566]

7.  Viroonluecha P, Egea-Lopez E, Santa J. Evaluation of blood glucose level control in type 1 diabetic patients using deep
reinforcement learning. PLoS ONE. 2022;17(9):e0274608. [doi: 10.1371/journal.pone.0274608] [Medline: 36099285]

8.  Fox I, Lee J, Pop-Busui R, Wiens J. Deep reinforcement learning for closed-loop blood glucose control. In: Proceedings
of the 5th Machine Learning for Healthcare Conference. PMLR; 2020:508-536. URL.: https://proceedings.mlr.press/
v126/fox20a.html [Accessed 2025-06-10]

https://diabetes.jmir.org/2025/1/e72874 JMIR Diabetes 2025 | vol. 10 | €72874 1 p. 9

(page number not for citation purposes)


https://jmir.org/api/download?alt_name=diabetes_v10i1e72874_app1.docx
https://jmir.org/api/download?alt_name=diabetes_v10i1e72874_app1.docx
https://jmir.org/api/download?alt_name=diabetes_v10i1e72874_app2.docx
https://jmir.org/api/download?alt_name=diabetes_v10i1e72874_app2.docx
https://doi.org/10.2337/db20211-13
https://doi.org/10.2337/ds21-0014
http://www.ncbi.nlm.nih.gov/pubmed/34866874
https://doi.org/10.2337/dc13-2108
https://doi.org/10.1016/j.artmed.2020.101836
http://www.ncbi.nlm.nih.gov/pubmed/32499004
https://doi.org/10.3390/biomedicines12092143
http://www.ncbi.nlm.nih.gov/pubmed/39335656
https://doi.org/10.1038/s41467-024-50764-5
https://doi.org/10.1038/s41467-024-50764-5
http://www.ncbi.nlm.nih.gov/pubmed/39097566
https://doi.org/10.1371/journal.pone.0274608
http://www.ncbi.nlm.nih.gov/pubmed/36099285
https://proceedings.mlr.press/v126/fox20a.html
https://proceedings.mlr.press/v126/fox20a.html
https://diabetes.jmir.org/2025/1/e72874

JMIR DIABETES Sarani Rad & Li

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

Yaqoob I, Salah K, Jayaraman R, et al. Blockchain for healthcare data management: opportunities, challenges, and future
recommendations. Neural Comput & Applic. Jul 2022;34(14):11475-11490. [doi: 10.1007/s00521-020-05519-w]

Yang X, Li J. Edge Al empowered personalized privacy-preserving glucose prediction with federated deep learning.
Presented at: 2023 IEEE International Conference on E-health Networking, Application & Services (Healthcom); Dec
15-17,2023; Chongqing, China. [doi: 10.1109/Healthcom56612.2023.10472368]

Wang S, Gu W. An improved strategy for blood glucose control using multi-step deep reinforcement learning. Presented
at: ICBBT ’24: Proceedings of the 2024 16th International Conference on Bioinformatics and Biomedical Technology;
May 24-26, 2024; Chongqing, China. [doi: 10.1145/3674658.3674689]

Aguilera A, Arévalo Avalos M, Xu J, et al. Effectiveness of a digital health intervention leveraging reinforcement
learning: results from the Diabetes and Mental Health Adaptive Notification Tracking and Evaluation (DIAMANTE)
randomized clinical trial. J] Med Internet Res. 2024;26:¢60834. [doi: 10.2196/60834] [Medline: 39378080]

Sun X, Bee YM, Lam SW, et al. Effective treatment recommendations for type 2 diabetes management using
reinforcement learning: treatment recommendation model development and validation. J Med Internet Res.
2021;23(7):e27858. [doi: 10.2196/27858] [Medline: 34292166]

Sarani Rad F, Li J. Optimizing blood glucose control through reward shaping in reinforcement learning. Presented at:
Proceedings of the IEEE International Conference on E-health Networking, Application & Services (HealthCom); Dec
15-17,2023; Chongqging, China. URL: https://ieeexplore.ieee.org/abstract/document/10472341 [Accessed 2025-06-07]
Dhade P, Shirke P. Federated learning for healthcare: a comprehensive review. Eng Proc. 2023;59(1):230. [doi: 10.3390/
engproc2023059230]

Sadilek A, Liu L, Nguyen D, et al. Privacy-first health research with federated learning. NPJ Digit Med. Sep 7,
2021;4(1):132. [doi: 10.1038/s41746-021-00489-2] [Medline: 34493770]

Qi J, Zhou Q, Lei L, et al. Federated reinforcement learning: techniques, applications, and open challenges. IR. [doi: 10.
20517/ir.2021.02]

Sachin DN, Annappa B, Ambesange S. Federated learning for digital healthcare: concepts, applications, frameworks, and
challenges. Computing. Sep 2024;106(9):3113-3150. [doi: 10.1007/s00607-024-01317-7]

Pinto Neto EC, Sadeghi S, Zhang X, et al. Federated reinforcement learning in IoT: applications, opportunities and open
challenges. Appl Sci. 2023;13(11):6497. [doi: 10.3390/app13116497]

Austin JA, Lobo EH, Samadbeik M, et al. Decades in the making: the evolution of digital health research infrastructure
through synthetic data, common data models, and federated learning. J Med Internet Res. 2024;26:e58637. [doi: 10.2196/
58637] [Medline: 39705072]

Pirmani A, Oldenhof M, Peeters LM, et al. Accessible ecosystem for clinical research (federated learning for everyone):
development and usability study. JMIR Form Res. 2024;8:€55496. [doi: 10.2196/55496] [Medline: 39018557]

Haarnoja T, Zhou A, Abbeel P, et al. Soft actor-critic: off-policy maximum entropy deep reinforcement learning with a
stochastic actor. arXiv. Preprint posted online on Jan 4, 2018. URL: https://arxiv.org/abs/1801.01290

Man CD, Micheletto F, Lv D, et al. The UVA/PADOVA type 1 diabetes simulator: new features. J Diabetes Sci
Technol. Jan 2014;8(1):26-34. [doi: 10.1177/1932296813514502] [Medline: 24876534]

Kovatchev BP, Breton M, Man CD, et al. In silico preclinical trials: a proof of concept in closed-loop control of type 1
diabetes. J Diabetes Sci Technol. Jan 2009;3(1):44-55. [doi: 10.1177/193229680900300106] [Medline: 19444330]

Xie J. Simglucose. GitHub. 2018. URL.: https://github.com/jxx123/simglucose [Accessed 2023-05-20]

Abbreviations

Al artificial intelligence

CGM: continuous glucose monitoring
FDA: Food and Drug Administration
FL: federated learning

FRL: federated reinforcement learning
ML: machine learning

MPC: model predictive control

PID: proportional-integral-derivative
PRIMO-FRL: Privacy-Preserving Reinforcement Learning for Individualized Multi-Objective Glycemic Management
Using Federated Reinforcement Learning
RL: reinforcement learning

SAC: soft actor-critic

TIR: time in range

https://diabetes.jmir.org/2025/1/e72874 JMIR Diabetes 2025 | vol. 10 | €72874 | p. 10

(page number not for citation purposes)


https://doi.org/10.1007/s00521-020-05519-w
https://doi.org/10.1109/Healthcom56612.2023.10472368
https://doi.org/10.1145/3674658.3674689
https://doi.org/10.2196/60834
http://www.ncbi.nlm.nih.gov/pubmed/39378080
https://doi.org/10.2196/27858
http://www.ncbi.nlm.nih.gov/pubmed/34292166
https://ieeexplore.ieee.org/abstract/document/10472341
https://doi.org/10.3390/engproc2023059230
https://doi.org/10.3390/engproc2023059230
https://doi.org/10.1038/s41746-021-00489-2
http://www.ncbi.nlm.nih.gov/pubmed/34493770
https://doi.org/10.20517/ir.2021.02
https://doi.org/10.20517/ir.2021.02
https://doi.org/10.1007/s00607-024-01317-7
https://doi.org/10.3390/app13116497
https://doi.org/10.2196/58637
https://doi.org/10.2196/58637
http://www.ncbi.nlm.nih.gov/pubmed/39705072
https://doi.org/10.2196/55496
http://www.ncbi.nlm.nih.gov/pubmed/39018557
https://arxiv.org/abs/1801.01290
https://doi.org/10.1177/1932296813514502
http://www.ncbi.nlm.nih.gov/pubmed/24876534
https://doi.org/10.1177/193229680900300106
http://www.ncbi.nlm.nih.gov/pubmed/19444330
https://github.com/jxx123/simglucose
https://diabetes.jmir.org/2025/1/e72874

JMIR DIABETES Sarani Rad & Li

Edited by Leo Quinlan; peer-reviewed by Jianzong Wang, Mohd Murtadha Mohamad; submitted 19.02.2025; final revised
version received 07.05.2025; accepted 09.05.2025; published 04.07.2025

Please cite as:

Sarani Rad F, Li J

Privacy-Preserving Glycemic Management in Type 1 Diabetes: Development and Validation of a Multiobjective Federated
Reinforcement Learning Framework

JMIR Diabetes 2025;10:¢72874

URL: hitps://diabetes jmir.org/2025/1/e72874

doi: 10.2196/72874

© Fatemeh Sarani Rad, Juan Li. Originally published in JMIR Diabetes (https://diabetes.jmir.org), 04.07.2025. This
is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecom-
mons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original
work, first published in JMIR Diabetes, is properly cited. The complete bibliographic information, a link to the original
publication on https://diabetes.jmir.org/, as well as this copyright and license information must be included.

https://diabetes.jmir.org/2025/1/e72874 JMIR Diabetes 2025 | vol. 10 | €72874 | p. 11
(page number not for citation purposes)


https://diabetes.jmir.org/2025/1/e72874
https://doi.org/10.2196/72874
https://diabetes.jmir.org
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://diabetes.jmir.org/
https://diabetes.jmir.org/2025/1/e72874

	Privacy-Preserving Glycemic Management in Type 1 Diabetes: Development and Validation of a Multiobjective Federated Reinforcement Learning Framework
	Introduction
	Background
	Research Gaps in Existing Methods
	Proposed Solution: PRIMO-FRL
	Key Contributions

	Methods
	Overview
	Federated RL Workflow
	System Components and FL Integration
	Reward Optimization and Multiobjective Learning
	Ethical Considerations

	Results
	Overview
	Experimental Setup
	Performance Evaluation
	Risk Improvement and Stability Analysis

	Discussion
	Principal Findings
	Limitations
	Comparison With Prior Work
	Conclusions



